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Abstract. The Human Computer Interface Technology has faced chal-
lenges of understanding user’s mind actively. In the first, the spea.lk detec-
tion is a primary technique in applications of human con?puter interface
(HCI) and other applications like surveillance system, video conference
and multimedia data base management in computer vision and speech
recognition. This paper describes a novel method to detect speaker with
a probabilistic model of behavior of speaking. After human face Fecog-
nition, the especial components under the nonlinear transformation in
color space of lip represent the specific mouth region and then com-
bine the groups of coherent motions . Next the simple movements in the
mouth region are modeled by hidden Markov models. The experimental
results demonstrate that the model representing speaking is efficiency
and successful in applying to driver video surveillance system.

1 Introduction

The speak detection is one of the demanding tasks in the field of computer vision
and speech recognition. It has played an important role in real-time and affective
computing in HCI gradually before the recognition and synthesis procedures |2,
12]. For an instance, in the video conference, several participants discussed the
problems together and the video camera needs to switch among the different
speakers automatically. Thus, the recognition of speaker is a primary work be-
fore video data processing and transforming start. The same problem appears
before affective computing in the human computer interface in which the speech
and the expression is the important ground to determine the situation of emotion
states transitions. The work has been firstly focused on the work of modeling the
detailed mouth movement for lip-reading [13]. The common approach to speak
detection is calculating movement energy function and then judging with an em-
pirical threshold. Also, the information from audio is used too [6, 7]. However, the
first problem, is that the threshold is empirical and dependent on individuality
of different person and the second one is some video sequences which we need to
process is asynchronous with audio sequences. To solve these problems, the pre-
vious works include template-based match, video-audio information fusion and
supervised statistical learning models methods have been applied respectively.
In this paper, an unsupervised human motion learning method, which do not
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need mark training data ahead of time, is introduced to describe the behavior

of speaking. The method estimates the motion as representation of a sequence
of observations instead.

In Section 2 we discuss previous relative work and applications related to our
approach. Section 3 analyzes the outline of the speck detection. In section 4, we
describe the model of speaking and speak recognition, which includes prepare
works before detection, color nonlinear map, and hidden Markov model learning

algorithm. In section 5, we introduce the experiments of training the model and
recognizing the speak behavior.

2 Related Works

Previously, the unsupervised learning approach for analysis of human motion
was proposed by Tianshu Wang (3] to classify the uniform action from motion
video sequences. Most earlier before that the research (14] had proved that the
HMM model can be use to effectively recognize the human motions. On the other
side, lip localization techniques also conclude a lot of results. Among them, an
algorithm constructed mouth, eyes mapping based on light compensation and
a nonlinear color transformation has been identified effective [4]. Additionally,
several efforts are presented in speaker detection in many applications (1,5,8,9].

3 Question Analysis

In the section 1, the problem is proposed that the description of speaking which
we want to exploit is ambiguity because of noises, occlusion, random varieties
from difference bodies. Hence, to a certain extent formerly mentioned meth-
ods are confused. The template-based method is more adaptive the localization
problem than speak detection; the video-audio fusion method does not work-
ing well except the audio channel; the supervised statistical learning algorithms
are effective but the data labeling is seriously heavy and hard to keep consis-
tent. The traditional segment of mouth motion is in two phases which is showed
in Fig.1. The open mouth and closed mouth respectively. Unfortunately, the
borderline between these two phases is vague. Considering the speaking as the
human complex dynamic such as walking and waving, we can decompose it with
the probabilistic compositional framework[14]. Firstly, the work is divided into
two steps: the mouth localization and speaking detection. In the localization
step, the color feature in human face is extracted because of its unique prop-
erty. Next, high-level complex speak motion is symbolized by Hidden Markov
Model as successive phases of simple movements. Namely, the speaking is repre-
sented by a HMM model. And the HMM model is composed by the states which
are observed as relatively simple dynamic models. These models are organized
by temporal sequences of coherent motions that are described by low-level fea-
tures. These underlying features are extracted from a sequence of input frames
in which the color value of each pixel is random variable. Given a sequence of
images I1, I, ... I; includes HMM for motion, we can perform the recognition.
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Fig. 1. Examples of mouth states. The images in (a)and (b) are open mouth, (c) anq
(d) are close mouth.

P=PHMMI|I,I,...,I) (1)

The equation (1) presents the probability of HMMs in the image sequence,
Several motions are corresponding to different HMMs.

4 Speak Model and Detection

Specifically, mouth speaking motion is represented here by a HMM model. There-
fore, the detection task is converted into building the speak model and recog-
nizing the HMM. The former is sum to calculate the optimal parameters of the
hidden Markov model and then the second is estimation problem of optimal
states sequences. In the section, we will introduce the processing of detection
speaking with the HMM model. The first subsection describes the works before
building speak model. In subsection 4.2, we describe a nonlinear transforma-
tion color feature being used as observations for coherent motion. Subsection 4.3
introduces the HMM learn model and detecting process.

4.1 Prepare Works

Before speak detection we must accurately localize the region of mouth in face
area. In practical, the face detection algorithm is operated in the first step. In
our work, we quote the cascade Adaboost based face detection algorithm [11]
to execute the detection task. Successively the next phase is mouth localization.
There are several fast and accurate algorithms, in which include color-based,
texture-based, template-based and statistical learning. Compared with them we
chose the luminance-chrominance space based mouth mapping for its success-
ful stability under a wide arrange of conditions. After a light compensation,
a novel nonlinear transformation is formulated to extract chrominance compo-
nents which are sensitive on lip-tone region and skin-tone color. The details are
introduced below.

4.2 Mouth Mapping based on Nonlinear Color Transformation

Modeling the human skin color requires firstly choosing an appropriate color
space which cluster skin color together obviously. Among them, Y C,C,. space is
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adopted because it is perceptually uniform and widely used in video compression
standard and separable between components of luminance and chrominance [4].
The mouth region is special for its strong red color component and weak blue
color component than other skin regions. These two factors correspond to the

two components C, and Cj respectively. The mouth mapping is then constructed
nonlinearly:

2
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The C,/C, feature and C? feature are found that low and high responses
to the lip region in face respectively and both of them are normalized. n is the
number of pixel within the face region. The h is estimated as a ratio of the
average C? to average C,/C, The Fig.2 is the mouth map for the sample face.

Cr Moo

Fig. 2. Extracting mouth region by YCrCb map. The region with higher CrMap value
in (b) is considered the mouth map.

4.3 Hidden Markov Model Learning

The hidden Markov model is statistically finite states machine with two sets of
probabilities: a transition probability and an emission probability. For example,
a HMM can be represented by a topology like in Fig. 3.

There are three basic problems of interest in HMM [15]. As the estimation
problem, the parameters of hidden Markov model can be evaluated by EM algo-
rithm [10]. In a probabilistic compositional framework, our goal is to classify the
speak motion composed by relatively simple movements from the video sequence.
We assume that the movements is sequential and then HMM can be modeled
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Fig. 3. Example of the two states HMM used for recognition

the motion. Each state corresponds to one simple phase. The EM algorithm pro-
vides a recursive estimation to converge on some limit of model parameters that

achieve the local maximum.
In the E step, the @ function is calculated as following:

Q816) = P(h|v,6))logP(v, hlf)) (4)
h

Where v is the visual part of the data and h is the hidden one.
In the M step, the maximum process is as below:

gt = arg max Q(916") (5)

In the case of hidden Markov model, the Q(8|6®) is:
Q(OI8") = ) _ P(slz,6)logP(z, 516)) (6)

Where s is the hidden state sequence and z is the observation sequence.

4.4 Model Recognition

In decoding problem, we aim to recover the sequence given an observation se-
quence. The Viterbi algorithm provides fast way of solving the decoding problem.
The followings stare the Viterbi algorithm steps:

— Initialization: §; (i) = m;b;(z1) and ¢, (i) = 0 for all the states;
— Recursion: for i = 2 to T, j represents all states, §; = (mal\%[ég(i)], W) =
1
ax[0;—1(1)a;;];
arg(ml.clijg[ t-1(%)aij);
— Termination: P = (nlq%[dT(i)] and § = argmaz(y, ny[07(4));
— Recover states:S; = 1,41(Si4+1) , where t =T — 1 to 1;
However, although that for Viterbi only guarantees the maximum of over

all state sequences and the resultant probability is only an approximation. The
previous research shows that this is mostly sufficient. In here, we utilize this

method as model recognition approach.
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5 Experiments

In this paper, we build driver abnormal action surveillance system in order to
detect speak motion to demonstrate the feasibility of model and recognition
approach.

Our training data is 5 video sequences of 3 different individuals driving dur-
ing when they make cell-phone call, which is considered to be dangerous, namely
abnormal action during normal driving. An independent test data of a ;equence
also is ready for recognition experiment. Training data sequences has not been
labeled and the chrominance component based motion features are used to lo-
calize the mouth firstly and then represent the motion features. The training
and test data are all recorded in a steady background in either running car or
stationary lab. Fig.4 shows some examples of one experiment video sequence.

Fig. 4. Example frames of test data in training experiment.

5.1 Training Model

The training experiment is to apply with the test data that are not labeled
which state the piecewise belongs to. We have tested difference numbers of states
and conclude that 2 states is a reasonable opinion. We set the initial transition
probability matrix and initial states randomly and train several times in order
to make iterative learning procedure not converge into a local optimum.

5.2 Recognizing the Speaking in Image Sequences

The final process was done to apply the learned HMM for recognition task on the
test sequence. In term of the model and an unlabeled input sequence, we process
the recursive decoding to obtain the optical states sequences. The sequence is
split into pieces and the piecewise with high likelihood is the winner. In the
result, the speak segment in test sequence is correctly recognized. The recognized
segment is below in Fig.5:

In the next phase, we are going to performing more experiments on a large
database.

6 Conclusion and Future Work

The human behavior like speaking, waving can be modeled by a probabilistic
state transition model empirically. Like the other complex r}lovements and ges-
tures of human being such as walking and skating, the speaking can be clustered



Fig. 5. The example of detected speak video sequences. The upper row images (a)are
segmented as speaking results, the bottom row images (b) are from no-speaking results

into certain sequent states corresponding to the observation sequences composed
by low-level visual features and can be recognized separat.ely. We con‘ducted the
training and testing experiments on video sequences of simulated driver action
detection with the HMM and derived a satisfying result. Additionally, in a more
general case, the observations in mouth region are a variant vector under the
different poses of head and the improvement on the feature extraction and model

parameter selection will be applied in the future work.
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